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About Netlab

University of Glasgow, United Kingdom

. 3 Fourth oldest university in the English-speaking world and one of Scotland's
A four ancient universities. Founded in 1451.
o

Networked System Research Laboratory “Netlab”, School of
Computing Science

‘ Website: https://netlab.dcs.gla.ac.uk

Team: 3 academics, 4 researchers, 7 PhD students
Director: Dr. Dimitrios P Pezaros

s

Research on SDN, NFV, mobile edge, network security and data
plane programmability, resilient infrastructure ...

. . 9 .
Project partners include: » o) (Q) airbnb
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Today's talk is based on ...

ADVANCES IN NETWORKING SOFTWARE

- Container Network Functions: TR B —”
. . ontainer Network runctions:
by Richard Cziva and Dimitrios P
Pezaros (University of Glasgow)
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Motivation

- Operators see network utilization
increasing

- Driven by new mobile clients and
media-intensive applications

-+ 2020: “50 billion connected devices’
"1 billion terabytes traffic yearly”
(Cisco / Ericsson / ABI)

J

- Customer expectations are also
growing
- Low latency, high throughput

- Network support for new application
(e.g., VR, tactile Internet)

Connected devices
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Network Function Virtualization

- NFV proposed to cope with increasing traffic and network
expectations while keeping costs down

- Provide an architecture for delivering virtual network services in the core
network

- Current NFV platforms:
- Utilize heavy-weight VMs that take few minutes to provision
- Run on powerful servers
- Designed to process high traffic volume in the core
- Some example frameworks: OPNFV, UNIFY, T-NOVA, Cloud4NFV
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Lightweight edge NFV

- Mobile / loT applications have diverse network requirements

- Network service reconfiguration needs to be very fast (and frequent)
- New services need to be tailored to the user
- Network services should offer low latency and high reliability

- Our solution: bring lightweight NFV to the Network Edge
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Opportunities Y

at the

Multi-Access (0% =
Network

Edge

loT environment (e.g., smart city)

Home
network

Mobile phone l vNF

=
<

Provider’s internal
NFV infrastructure

Ty Laptop Low-cost home router Provider's network
(core and edge)

Source: Container Network Functions: Bringing NFV to the Network Edge
by Richard Cziva and Dimitrios P Pezaros (University of Glasgow), IEEE Communications Magazine, June 2017
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Example
Edge
Devices
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Customer device Release Architecture CPU Memory
Residential CPE home routers

¥g§1‘9§:§e”—'“b 3 (Aris 2015 Intel Atom X14GHz  2x256 MB

g?gé‘;gber L 2012 ARM v5 16GHz  Notknown

Orange Livebox 4 2016 Cortex A9 1 GHz 1Gb
Commodity wireless routers

TP-LINK Archer C9 home router 2016 ARM v7 2x1 GHz 128 MB

Ubiquiti EdgeRouter Lite 3 2014 Cavium MIPS 2500 MHz 512 MB

Netgear R7500 Smart Wifi Router 2014 Qualcomm Atheros  2x1.4 GHz 384 MB

loT edge gateways

Dell Edge Gateway 5000 2016 Intel Atom 1.33 GHz 2GB

Ejgggx;vz AU 0 BT 2016 Intel Celeron 4x2.0 GHz 4GB

HPE Edgeline EL4000 2016 Intel Xeon 4x3.0CGHz ~ Upto64 GB

Source: Container Network Functions: Bringing NFV to the Network Edge
by Richard Cziva and Dimitrios P Pezaros (University of Glasgow), IEEE Communications Magazine, June 2017




Container vNFs &~ docker

- Lightweight “virtualization” - Reusable / shareable
- Fast create/start/stop/delete - Traditional software environment

- High performance: small delay, high - Micro-services architecture
throughput, low memory footprint

vNF vNF vNF
Binaries Binaries Binaries
Libs Libs Libs
VNF vNF VNF vNF vNF vNF
Guest Guest Guest (including | | (including | | (including
0s (OS] (O] binaries binaries binaries Binaries Binaries Binaries
and libs) || and libs) || and libs) Libs Libs Libs
Virtual Switch Virtual Switch Virtual Switch
Hypervisor (e.g., VMware) ClickOS Hypervisor Linux OS
Physical Infrastructure Physical Infrastructure Physical Infrastructure

Richard Cziva - Container Network Functions: Bringing NFV to the Network Edge



Time (5)

90

80

70

60

50

40

30

Container vNFs - performance

+ T T T T

—+— Create XEN VM
—+— Create and start container
—o— Start container

Stop container

T

10 20 30 40 50 60 70
Number of containers

Fast instantiation

Delay (us)

120

100

80

60

40

20

T T T T T T
N \\
NN \
N\ \‘\\ \\ \\\
L \\ \
- N N\ ‘\\
N NN
< N \ \ \ N
N
N
N
i N\ \\
\\\\ N \ \ N\ N\ \\\K\\ \\\\\\\ ‘\\\\\ \ k\\\
i \ \
N
XEN dom0 ClickOS Container KVMvirtio  XENdomU  KVMe1000

Idle ping delays

Richard Cziva - Container Network Functions: Bringing NFV to the Network Edge




Glasgow network functions
I W N W rk Yo User sets a policy using Policy set for UE at GNF Manager:
= the user interface
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E 2 [ GNF Manager ]
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. . . £° Inter-edge connectivity ) VNF and local traffic steering
\/I am Characterlstlcs: © services management through the GNF Agent
\4 v
G N )
. go WNF L 5 UNF 5]
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3. Support for vNF roaming
N /
AR

4. End-to-end, SDN-based
transparent traffic steering

oT
environment

Centralized NFV
infrastructure

Enterprise
environment

Home
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< Core (WAN) network >

Source: Container Network Functions: Bringing NFV to the Network Edge
by Richard Cziva and Dimitrios P Pezaros (University of Glasgow), IEEE Communications Magazine, June 2017

Infrastructure
plane
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Example container vNFs

Firewall

HTTP proxy 12 lines (9 sloc) 261 Bytes

# Allow HTTP traffic only
. # Firewall example for GLANF
Network measurement functions
FROM glanf/base
MAINTAINER Richard Cziva

Rate limiter
ENTRYPOINT ifinit && \
brinit && \
DNS load balancer iptables -A FORWARD —p tcp ——dport 80 —j ACCEPT && \
iptables A FORWARD —j DROP && \
/bin/bash

SNORT GNF firewall example

All of these (and even more): https://github.com/UofG-netlab/gnf-dockerfiles
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Use Case: Roaming vNFs

= |

Server running P>

GNF Manager, Router andu R

. Backbone router
Let network functions follow
F

end users while the roam aNE N
Agent i
between small cells. gent | Open vSwitch

Linuxkermel J ~~~ """t TTooyomos
TP-Link commodity router
with OpenWrt
>

|II. Seamless migration of client's Network functions

TP-Link commodity router

with OpenWirt 1. Client moves from one network to an other |

Client

More in: Roaming edge vNF's using Glasgow Network Functions.
Richard Cziva, Simon Jouet and Dimitrios P Pezaros, ACM SIGCOMM 2016, Florianopolis, Brazil
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Use Case: Roaming vNFs

User Policy set for UE at GNF Manager: j
equipment » _ I _» Al
(93] FLVNFT =R Jestinations NFV
= = | = infrastructure
E Home router 1 ome router 2 A| GNF Manager in the core
Initiates connection
\.......orouter
Router notifies the GNF Manager of a new UE connection o
................................................................................. ) =
3= :
L @& | |Asrouter2isoverloaded
GNF Manager initiates the set-up of @ = | |this time, the orchestration
the two VNFs to be run on router 1 S| |engine migrates only vNF1
I to router 2, while moving
UE is connected UNFT VNF2 to the central NFV
through the VNF chain VNF2 infrastructure
| RN —— —
UE moves from router 1 to router 2 Router notifies the GNF Manager
R s Rt B » of a new UE connection "
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Source: Container Network Functions: Bringing NFV to the Network Edge
by Richard Cziva and Dimitrios P Pezaros (University of Glasgow), IEEE Communications Magazine, June 2017
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Use Case: Troubleshooting

- Providers spend manpower (and money) on network
troubleshooting

- Often a manual task
- Visibility is low and troubleshooting actions on certain devices are limited

- Solutions: Container vNFs with simple troubleshooting modules
can be launched at different points of the infrastructure

- E.g., measurement vNF container can be set-up on customer’s home
gateway in a few seconds as opposed to manual troubleshooting

- Next step: operators could automate measurements to identify
networking issues
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Use Case: loT DDoS mitigation

- Problem: DDoS attacks originating from infected loT devices

- E.g., “Mirai malware” — 665 Gbit/s unprecedented attack against Akamai
hosted website

- 21 October 2016: unseen DDoS attack targeting DNS servers
ARBOR

loT Botnet

Rio 2016 Olympic Games
Source: https://www.arbornetworks.com

- Container vNFs at the edge can kill malicious traffic at the source
efficiently — a small container firewall module is sufficient
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Challenges and future work

Security / isolation of containers

MANO challenges: how do we manage the Cloud pe
lifecycle of millions of container vNFS? .

What vNFs can actually run on low-cost edge
devices?

Dynamic placement and orchestration of
edge VNFs
- Where to place edge vNFs

- When to re-arrange placement

Users move — vNFs should also move to keep low latency!
More in: Richard Cziva and Dimitrios P. Pezaros:

ACM/TEEE Symposium on Architectures for
Networking and Communications Systems (ANCS 2017) 105—106
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GNF vs other NFV frameworks

GNF CloudaNFV[5] UNIFY[6] T-NOVA[7] OPNFV

Virtualization technology ~ Container VM VM VM VM
End-to-end service mgmt Yes Yes Yes Yes Yes
Distributed infrastructure Yes Yes Yes Yes Yes
Traffic steering Yes Yes Yes No Yes
Egg: O IR Yes No No No No
SFC support Yes Yes Yes No Yes
Roaming VNFs Yes No No No No

Source: Container Network Functions: Bringing NFV to the Network Edge
by Richard Cziva and Dimitrios P Pezaros (University of Glasgow), IEEE Communications Magazine, June 2017
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